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Abstract: The clustering problem has been addressed in many contexts and by researchers in many disciplines; 

this reflects its broad appeal and usefulness as one of the steps in exploratory data analysis. Clustering is the 

unsupervised classification of patterns into groups. 

However, clustering differences in assumptions and contexts in different communities has made the transfer of 

useful generic concepts and methodologies slow to occur. This paper presents an overview of pattern clustering 

methods from a statistical pattern recognition perspective, with a goal of providing useful advice and references 

to fundamental concepts accessible to the broad community of clustering practitioners.  

We present a taxonomy of clustering techniques, and identify cross-cutting themes and recent advances. We also 

describe some important applications of clustering algorithms . 
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I. Introduction 

The goal of this survey is to provide a comprehensive review of different clustering techniques in data 

clustering. Data analysis procedures can be dichotomized as either exploratory or confirmatory, based on the 

availability of appropriate models for the data source, but a key element in both types of procedures is the 

grouping, or classification of measurements based on either goodness-of-fit to a postulated model, or natural 

groupings revealed through analysis. Cluster analysis is the organization of a collection of patterns into clusters 

based on similarity. Intuitively, patterns within a valid cluster are more similar to each other than they are to a 

pattern belonging to a different cluster. An example of clustering is depicted in Figure 1. 

 

 
Figure1. Data clustering. 

 

 Here, points belonging to the same cluster are given the same label. The variety of techniques for 

representing data, measuring proximity between data elements, and grouping data elements has produced a rich 

and often confusing assortment of clustering methods. It is important to understand the difference between 

clustering and discriminate analysis. Clustering is useful in several exploratory pattern-analysis, grouping, 

decision- making, and machine-learning situations, including data mining, document retrieval, image 

segmentation, and pattern classification. The term “clustering” is used in several research communities to 

describe methods for grouping of unlabeled data. These communities have different terminologies and 

assumptions for the components of the clustering process and the contexts in which clustering is used. Thus, we 

face a dilemma regarding the scope of this survey. The production of a truly comprehensive survey would be a 

monumental task given the sheer mass of literature in this area. The accessibility of the survey might also be 

questionable given the need to reconcile very different vocabularies and assumptions regarding clustering in the 

various communities.  
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Pattern proximity is usually measured by a distance function defined on pairs of patterns. A variety of 

distance measures are in use in the various. A simple distance measure like Euclidean distance can often be used 

to reflect dissimilarity between two patterns, whereas other similarity measures can be used to characterize the 

conceptual similarity between patterns. 

The grouping step can be performed in a number of ways. The output clustering can be hard or fuzzy. 

Hierarchical clustering algorithms produce a nested series of partitions based on a criterion for merging or 

splitting clusters based on similarity.  

Data abstraction is the process of extracting a simple and compact representation of a data set. Here, 

simplicity is either from the perspective of automatic analysis or it is human-oriented. In the clustering context, 

a typical data abstraction is a compact description of each cluster, usually in terms of cluster prototypes or 

representative patterns such as the centroid. 

 

II. Clustering Techniques 
Different approaches to clustering data can be described with the help of the hierarchy shown in Figure 2 

 

 
Figure 2. A taxonomy of clustering approaches. 

 

2.1 Hierarchical Clustering Algorithms 

The operation of a hierarchical clustering algorithm is illustrated using the two-dimensional data set in Figure 3. 

This figure depicts seven patterns labeled A, B, C, D, E, F, and G in three clusters.  

 
Figure 3. Points falling in three clusters. 

 

 Most hierarchical clustering algorithms are variants of the single-link , complete-link , and minimum-

variance algorithms. Of these, the single-link and complete-link algorithms are most popular. These two 

algorithms differ in the way they characterize the similarity between a pair of clusters. In the single-link method, 

the distance between two clusters is the minimum of the distances between all pairs of patterns drawn from the 

two clusters (one pattern from the first cluster, the other from the second). In the complete-link algorithm, the 

distance between two clusters is the maximum of all pairwise distances between patterns in the two clusters. In 



A Survey On Data Clustering Approaches 

International Business Research Conference, 2018                                                                     36 |Page 

either case, two clusters are merged to form a larger cluster based on minimum distance criteria. The complete-

link algorithm produces tightly bound or com-pact clusters.  

 

2.2 Partitional Algorithms 

A partitional clustering algorithm obtains a single partition of the data in-stead of a clustering structure, 

such as the dendrogram produced by a hierarchical technique. Partitional methods have advantages in 

applications involving large data sets for which the construction of a dendrogram is computationally prohibitive. 

A problem accompanying the use of a partitional algorithm is the choice of the number of desired output 

clusters.  

 

2.3 Fuzzy Clustering 

Traditional clustering approaches generate partitions; in a partition, each pattern belongs to one and 

only one cluster. Hence, the clusters in a hard clustering are disjoint. Fuzzy clustering extends this notion to 

associate each pattern with every cluster using a membership function .The out-put of such algorithms is a 

clustering, but not a partition. We give a high-level partitional fuzzy clustering algorithm below.  

 

Fuzzy Clustering Algorithm - 

(1) Select an initial fuzzy partition of the N objects into K clusters by selecting the  

membership matrix U. An element Uij of this matrix represents the grade of membership of object xi in cluster 

cj. Typically,   

(2) Using U, find the value of a fuzzy criterion function, e.g., a weighted squared error criterion function, 

associated with the corresponding partition. One possible fuzzy criterion function is  

 

Where   is the kth fuzzy Reassign patterns to clusters to re-duce this criterion function value and 

recompute U. 

 

(3) Repeat step 2 until entries in U do not change significantly. In fuzzy clustering, each cluster is a fuzzy 

set of all the patterns. Figure 4 illustrates the idea. The rectangles en-close two “hard” clusters in the data: 

H1={1,2,3,4,5} and  H2={6,7,8,9}. A fuzzy clustering algorithm might produce the two fuzzy clusters F1 and 

F2 depicted by ellipses. The patterns will have membership values in [0,1] for each cluster. For example, fuzzy 

cluster F1 could be compactly described as  

 

{(1,0.9), (2,0.8), (3,0.7), (4,0.6), (5,0.55),(6,0.2), (7,0.2), (8,0.0), (9,0.0)}, 

and F2 could be described as 

{(1,0.0), (2,0.0), (3,0.0), (4,0.1), (5,0.15), (6,0.4), (7,0.35), (8,1.0), (9,0.9)}, 

 
Figure 4. Fuzzy clusters. 

 

The ordered pairs in each cluster represent the ith pattern and its membership value to the cluster 

. Larger membership values indicate higher confidence in the assignment of the pattern to the cluster. A 

hard clustering can be obtained from a fuzzy partition by thresholding the membership value. 
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2.4 Artificial Neural Networks for Clustering 

Artificial neural networks (ANNs)] are motivated by biological neural networks. ANNs have been used 

extensively over the past three decades for both classification and clustering Some of the features of the ANNs 

that are important in pattern clustering are: 

(1) ANNs process numerical vectors and so require patterns to be represented using quantitative features only. 

(2) ANNs are inherently parallel and distributed processing architectures. 

(3) ANNs may learn their interconnection weights adaptively . More specifically, they can act as pattern 

normalizers and feature selectors by appropriate selection of weights. 

 

 
Figure 5. Data compression by clustering. 

 

The architectures of these ANNs are simple: they are single-layered. Patterns are presented at the input and are 

associated with the out-put nodes. The weights between the in-put nodes and the output nodes are iteratively 

changed until a termination criterion is satisfied. Competitive learning has been found to exist in biological 

neural net-works. Further, its convergence is controlled by various parameters such as the learning rate and a 

neighborhood of the winning node in which learning takes place. It is possible that a particular input pattern can 

fire different output units at different iterations; this brings up the stability issue of learning systems 

 

2.4 An Evolutionary Algorithm for Clustering 

(1) Choose a random population of solutions. Each solution here corresponds to a valid k-partition of the data. 

Associate a fitness value with each solution. Typically, fitness is inversely proportional to the squared error 

value. A solution with a small squared error will have a larger fitness value.  

(2) Use the evolutionary operators selection, recombination and mutation to generate the next population of 

solutions. Evaluate the fitness values of these solutions 

(3) Repeat step 2 until some termination condition is satisfied 

 
Figure 6. Crossover operation. 
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There are a variety of recombination operators in use; crossover is the most popular. Crossover takes as 

input a pair of chromosomes (called parents) and outputs a new pair of chromosomes (called children or 

offspring) as depicted in Figure 6. In Figure 6, a single point crossover operation is depicted. It exchanges the 

segments of the parents across a crossover point. For example, in Figure 6, the parents are the binary strings 

„10110101‟ and „11001110‟. The segments in the two parents after the crossover point (between the fourth and 

fifth locations) are exchanged to pro-duce the child chromosomes. Mutation takes as input a chromosome and 

out-puts a chromosome by complementing the bit value at a randomly selected location in the input 

chromosome. For example, the string „11111110‟ is generated by applying the mutation operator to the second 

bit location in the string „10111110‟ (starting at the left). Both crossover and mutation are applied with some 

prespecified probabilities which depend on the fitness values. 

 

2.6 Clustering Large Data Sets 

There are several applications where it is necessary to cluster a large collection of patterns. The 

definition of „large‟ has varied with changes in technology .In the 1960s, „large‟ meant several thousand 

patterns; now, there are applications where millions of patterns of high dimensionality have to be clustered. For 

example, to segment an image of size 500 X 500 pixels, the number of pixels to be clustered is 250,000. In 

document retrieval and information filtering, mil-lions of patterns with a dimensionality of more than 100 have 

to be clustered to achieve data abstraction. A majority of the approaches and algorithms pro-posed in the 

literature cannot handle such large data sets. Approaches based on genetic algorithms, tabu search and simulated 

annealing are optimization techniques and are restricted to reason-ably small data sets. Implementations of 

conceptual clustering optimize some criterion functions and are typically computationally expensive. The 

convergent k-means algorithm and its ANN equivalent, the Kohonen net, have been used to cluster large data 

sets [Mao and Jain 1996]. The reasons behind the popularity of the k-means algorithm are: 

(1) Its time complexity is where n is the number of patterns, k is the number of clusters, and l is 

the number of iterations taken by the algorithm to converge. Typically, k and l are fixed in advance and so 

the algorithm has linear time complexity in the size of the data set [Day 1992] 

(2) Its space complexity is  requires additional space to store the data matrix. It is possible to 

store the data matrix in a secondary memory and access each pattern based on need. However, this scheme 

requires a huge access time because of the iterative nature of the algorithm, and as a consequence 

processing time increases enormously. 

(3) It is order-independent; for a given initial seed set of cluster centers, it generates the same partition of the 

data irrespective of the order in which the patterns are presented to the algorithm. 

 

 
However, the k-means algorithm is sensitive to initial seed selection and even in the best case, it can produce 

only hyperspherical clusters. 

Hierarchical algorithms are more versatile. But they have the following dis-advantages: 

1) The time complexity of hierarchical agglomerative algorithms is  .It is possible to obtain 

single-link clusters using an MST of the data, which can be constructed in time for two-

dimensional data. 

2) The space complexity of agglomerative algorithms is O(n2). This is be-cause a similarity matrix of size  n 

X n has to be stored. To cluster every pixel in a 100 X 100 image, approximately 200 megabytes of storage 

would be required. It is possible to compute the entries of this matrix based on need instead of storing them 

(this would increase the algorithm‟s time complexity. . 

Table I lists the time and space complexities of several well-known algorithms. Here, n is the number of patterns 

to be clustered, k is the number of terns to be clustered, k is the number of cluster .A possible solution to the 
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problem of clustering large data sets while only marginally sacrificing the versatility of clusters is to implement 

more efficient variants of clustering algorithms. A hybrid approach was used in Ross [1968], where a set of 

reference points is chosen as in the k-means algorithm, and each of the remaining data points is assigned to one 

or more reference points or clusters. Minimal spanning trees (MST) are obtained for each group of points 

separately. These MSTs are merged to form an approximate global MST. This approach computes similarities 

between only a fraction of all possible pairs of points. It was shown that the number of similarities computed for 

10,000 pat-terns using this approach is the same as the total number of pairs of points in a collection of 2,000 

points. Bentley and Friedman [1978] contains an algorithm that can compute an approximate MST in 

 time. A scheme to generate an approximate dendrogram incrementally in 

time was presented in Zupan [1982], while Venkateswarlu and Raju [1992] pro-posed an algorithm to speed up 

the ISO-DATA clustering algorithm. A study of the approximate single-linkage cluster analysis of large data 

sets was reported in Eddy et al. [1994]. In that work, an approximate MST was used to form single-link clusters 

of a data set of size 40,000. 

The emerging discipline of data mining has spurred the development of new algorithms for clustering large data 

sets. Two algorithms of note are the CLARANS algorithm developed by Ng and Han [1994] and the BIRCH 

algorithm proposed by Zhang et al. [1996]. CLARANS (Clustering Large Applica-tions based on random 

Search) identifies candidate cluster centroids through analysis of repeated random samples from the original 

data. Because of the use of random sampling, the time complexity is O(n) for a pattern set of n elements. The 

BIRCH algorithm (Baanced Iterative Reducing and Clustering) stores summary information about candidate 

clusters in a dynamic tree data structure. This tree hierarchically organizes the clusterings represented at the leaf 

nodes. The tree can be rebuilt when a threshold specifying cluster size is updated manually, or when memory 

constraints force a change in this threshold. This algorithm, like CLAR-ANS, has a time complexity linear in the 

number of patterns. 

The algorithms discussed above work on large data sets, where it is possible to accommodate the entire pattern 

set in the main memory. However, there are applications where the entire data set cannot be stored in the main 

memory because of its size. There are currently three possible approaches to solve this problem. 

(1) The pattern set can be stored in a secondary memory and subsets of this data clustered independently, 

followed by a merging step to yield a clustering of the entire pattern set. We call this approach the divide 

and conquer approach. 

(2) An incremental clustering algorithm can be employed. Here, the entire data matrix is stored in a secondary 

memory and data items are trans-ferred to the main memory one at a time for clustering. Only the cluster 

representations are stored in the main memory to alleviate the space limitations. 

(3)  A parallel implementation of a clustering algorithm may be used. We discuss these approaches in the next 

three subsections 

 

2.7 Divide and Conquer Approach. Here, we store the entire pattern matrix of size n X d in a secondary 

storage space. We divide this data into p blocks, where an optimum value of p can be chosen based on the 

clustering algorithm used .Let us assume that we have n / p patterns in each of the blocks. 

 
Figure 7. Divide and conquer approach to clustering. 

 

We transfer each of these blocks to the main memory and cluster it into k clusters using a standard 

algorithm. One or more representative samples from each of these clusters are stored separately; we have pk of 

these representative pat-terns if we choose one representative per cluster. These pk representatives are further 

clustered into k clusters and the cluster labels of these representative patterns are used to relabel the original 

pattern matrix.. It is possible to extend this algorithm to any number of levels; more levels are required if the 

data set is very large and the main memory size is very small [Murty and Krishna 1980]. If the single-link 
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algorithm is used to obtain 5 clusters, then there is a substantial savings in the number of computations as shown 

in Table II for optimally chosen p when the number of clusters is fixed at 

 A two-level strategy for clustering a data set containing 2,000 patterns was described in Stahl [1986]. 

In the first level, the data set is loosely clustered into a large number of clusters using the leader algorithm. 

Representatives from these clusters, one per cluster, are the input to the second level clustering, which is 

obtained using Ward‟s hierarchical method. 

 
 

2.8 Incremental Clustering. 

 Incremental clustering is based on the assumption that it is possible to consider patterns one at a time and assign 

them to existing clusters. Here, a new data item is assigned to a cluster with-out affecting the existing clusters 

significantly. A high level description of a typical incremental clustering algorithm is given below. 

 

An Incremental Clustering Algorithm 

(1) Assign the first data item to a cluster. 

(2) Consider the next data item. Either assign this item to one of the existing clusters or assign it to a new 

cluster. This assignment is done based on some criterion, e.g. the distance between the new item and the 

existing cluster centroids. 

(3) Repeat step 2 till all the data items are clustered 

The major advantage with the incremental clustering algorithms is that it is not necessary to store the entire pat-

tern matrix in the memory. So, the space requirements of incremental algorithms are very small. Typically, 

they are noniterative. So their time requirements are also small. There are several incremental clustering 

algorithms: 

(1) The leader clustering algorithm [Hartigan 1975] is the simplest in terms of time complexity which is 

. It has gained popularity be-cause of its neural network implementation, the ART network 

[Carpenter and Grossberg 1990]. It is very easy to implement as it requires only  space. 

(2) The shortest spanning path (SSP) algorithm [Slagle et al. 1975] was originally proposed for data 

reorganization and was successfully used in automatic auditing of records [Lee et al. 1978]. Here, SSP 

algorithm was used to cluster 2000 pat-terns using 18 features. These clusters are used to estimate missing 

feature values in data items and to identify erroneous feature values. 

(3) The cobweb system [Fisher 1987] is an incremental conceptual cluster-ing algorithm. It has been success-

fully used in engineering applications [Fisher et al. 1993]. 

(4) An incremental clustering algorithm for dynamic information processing was presented in Can [1993]. The 

motivation behind this work is that, in dynamic databases, items might get added and deleted over time. These 

changes should be reflected in the partition generated without significantly affecting the current clusters. This 

algorithm was used to cluster incrementally an INSPEC database of 12,684 documents corresponding to 

computer science and electrical engineering. 
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Figure 8. The leader algorithm is order dependent. 

 

Order-independence is an important property of clustering algorithms. An algorithm is order-

independent if it generates the same partition for any order in which the data is presented. Other-wise, it is 

order-dependent. Most of the incremental algorithms presented above are order-dependent. We illustrate this 

order-dependent property in Figure 8 where there are 6 two-dimensional objects labeled 1 to 6. If we present 

these patterns to the leader algorithm in the order 2,1,3,5,4,6 then the two clusters obtained are shown by 

ellipses. If the order is 1,2,6,4,5,3, then we get a two-partition as shown by the triangles. The SSP algorithm, 

cobweb, and the algorithm in Can [1993] are all order-dependent.                                                               

              

III. Conclusion 
There are several applications where decision making and exploratory pattern analysis have to be 

performed on large data sets. It is possible to handle these problems if some useful abstraction of the data is 

obtained and is used in decision making, rather than directly using the entire data set. By data abstraction, we 

mean a simple and compact representation of the data. This simplicity helps the machine in efficient processing 

or a human in comprehending the structure in data easily. Clustering algorithms are ideally suited for achieving 

data abstraction. 

In this paper, we have examined various steps in clustering:  pattern representation, similarity 

computation, grouping process, and cluster representation. Also, we have discussed statistical, fuzzy, neural, 

evolutionary, and knowledge-based approaches to clustering.  

Pattern recognition re-searchers conveniently avoid this step by assuming that the pattern 

representations are available as input to the clustering algorithm. In small size data sets, pattern representations 

can be obtained based on previous experience of the user with the problem. However, in the case of large data 

sets, it is difficult for the user to keep track of the importance of each feature in clustering. A solution is to make 

as many measurements on the patterns as possible and use them in pattern representation. But it is not possible 

to use a large collection of measurements directly in clustering because of computational costs.  

A variety of schemes have been used to compute similarity between two patterns. They use knowledge 

either implicitly or explicitly. Most of the knowledge-based clustering algorithms use explicit knowledge in 

similarity computation. However, if patterns are not represented using proper features, then it is not possible to 

get a meaningful partition irrespective of the quality and quantity of knowledge used in similarity computation. 

There is no universally acceptable scheme for computing similarity between patterns represented using a 

mixture of both qualitative and quantitative features. Dissimilarity between a pair of patterns is represented 

using a distance measure that may or may not be a metric.  

ANN-based clustering schemes are neural implementations of the clustering algorithms, and they share 

the undesired properties of these algorithms. However, ANNs have the capability to automatically normalize the 

data and extract features. An important observation is that even if a scheme can find the optimal solution to the 

squared error partitioning problem, it may still fall short of the requirements because of the possible non-

isotropic nature of the clusters. 

In some applications, for example in document retrieval, it may be useful to have a clustering that is 

not a partition. This means clusters are overlapping. Fuzzy clustering algorithms can handle mixed data types. 

However, a major problem with fuzzy clustering is that it is difficult to obtain the member-ship values. A 

general approach may not work because of the subjective nature of clustering. It is required to rep-resent 

clusters obtained in a suitable form to help the decision maker. Knowledge based clustering schemes generate 

intuitively appealing descriptions of clusters. They can be used even when the patterns are represented using a 

combination of qualitative and quantitative features, provided that knowledge linking a concept and the mixed 
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features are available. However, implementations of the conceptual clustering schemes are computationally 

expensive and are not suitable for grouping large data sets. 

The k-means algorithm and its neural implementation, the Kohonen net, are most successfully used on 

large data sets. This is because k-means algorithm is simple to implement and computationally attractive 

because of its linear time complexity. Divide and conquer is a heuristic that has been rightly exploited by 

computer algorithm designers to reduce computational costs. However, it should be judiciously used in 

clustering to achieve meaningful results. 

In summary, clustering is an interesting, useful, and challenging problem. It has great potential in 

applications like object recognition, image segmentation, and information filtering and retrieval.  
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